# 文献综述

多智能体强化学习算法是在单智能体强化学习算法的基础之上发展而来的，为了综述的完整性，本文的文献综述分为单智能体强化学习算法综述和多智能体强化学习算法综述，并总结现有方法的优缺点。

## 单智能体强化学习算法综述

在单智能体强化学习中，智能体需要学习到一个策略，使得它在与环境交互的过程中可以获得尽可能大的累计奖励；在单智能体强化学习方法中，Q-learning是最流行的强化学习方法的一种[1]。Q-learning算法基于时序差分让智能体学习每个状态下每个动作可能获得的回报的均值，从而做出最优决策。通常，Q-learning方法会让智能体采用ε-贪心策略进行动作选择[2]。

Q-learning被Watkins博士首次提出[3]。Watkins博士[3]将智能体与环境交互并进行学习的过程建模为马尔可夫决策过程（Markov Decision Process, MDP），并将时序差分、动态规划等思想结合到一起，提出了Q-learning的概念。Q-learning通过在程序内维护一张二维的Q表格，来计算智能体在状态s下采取动作a可以获得的回报的期望；每次与环境交互时，程序都会通过状态、动作以及从环境中获得的实际奖励来更新Q表格的一部分。在Q-learning被提出之后，Watkins等人[4]证明了Q-learning算法的收敛性：假如智能体重复探索过了所有状态下所有可能的动作，那么Q-learning中的Q表格会收敛到最优的状态-动作价值函数。

在Q-learning提出后，许多学者针对Q-learning算法做了相关改进。Q-learning算法需要在内存中维护一张状态-动作的二维Q表格，当状态、动作数量过多或者智能体处于连续观测空间时，Q-learning算法就会产生极高的内存开销；所以Martin[5]提出了神经拟合Q值（Neural Fitted Q, NFQ）算法，用神经网络计算在状态s下执行动作a的Q值，代替从Q表格中查询在状态s下执行动作a的Q值，很大程度上节省了内存并提高了数据利用的效率。Mnih等人[6]提出了深度Q网络（Deep Q-Network, DQN），DQN可以直接将每个状态的视觉图像作为输入，并且根据状态s计算所有动作的分数，通过经验回放让智能体根据过往的经验更新网络参数，并将智能体与环境的交互存放到经验池中，以便后续智能体进行学习；DQN在Atari游戏上的表现远优于当时的其它算法。值得说明的是，NFQ算法中神经网络的输入是状态s和动作a，输出是对应的Q值，也就是说对每个状态下的每个动作都要用神经网络计算其Q值；而DQN算法中神经网络的输入是状态s，输出是动作空间维度的向量，表示当前状态下每个动作对应的Q值；因此，DQN中对神经网络的利用显然是更高效的。

在DQN算法提出后，许多学者从不同角度对DQN进行了改进。Van等人[7]发现DQN中最终预测出的Q值过高的现象，于是他们提出了双网络DQN（Double DQN，DDQN），DDQN包含一个用于计算Q值的网络（策略网络）和一个计算目标值的网络（目标网络），每次训练时只更新策略网络的参数，一段时间后，目标网络的参数与策略网络同步；这样就保证了计算的Q值不会越来越高，减小了Q值的过估计。Wang等人[8]提出了对偶网络的DQN（Dueling DQN），将网络输出的Q值分解为动作Q值和状态Q值，这两个Q值加和起来就是智能体在某状态下选择某动作的Q值；这种网络架构除了让智能体学习到好的决策外，还能让智能体学习到环境中什么状态是好的状态。在一些场景中，Q值和当前状态高度相关，在某些状态下无论选择什么样的动作的Q值都相差不大，Dueling DQN的设计就可以让智能体在这些场景下学习到更好的策略。

上述强化学习算法的目标都是找到最优的状态-动作价值函数Q，即让智能体预测在状态s下选择动作a可以获得的回报的均值。然而，在环境中存在的随机性过大的情况下，仅仅计算回报的均值是不够的。因此，Guo等人[9]提出了级联时序差分学习的方法，利用两个级联的Q表格，让智能体接连预测在状态s下选择动作a可以获得的回报的均值和方差，并推导出了Q表格更新的公式；他们的算法在实际的交通路网上高效地解决了可靠最短路径的问题。

## 二、多智能体强化学习算法综述

在多智能体强化学习中，每个智能体都需要学习到自己的最优策略，使得所有智能体一起行动时多智能体系统可以获得尽可能大的累积奖励[10]。随着多智能体强化学习方法广泛应用到人工智能相关领域，用于解决路径规划、博弈、任务分配等问题，越来越多的研究人员将目光聚集在了多智能体强化学习方法上[11]。多智能体强化学习方法可以根据智能体之间的关系大致分为三类：完全合作式、完全竞争式以及合作-竞争混合式[12]。在完全合作式多智能体强化学习中，所有智能体需要相互协作以完成共同的团队任务，它们的目标是最大化团队累积奖励；在完全竞争式多智能体强化学习中，每个智能体只关注自身行为，它们的目标是最大化自身累积奖励；在合作-竞争混合式多智能体强化学习中，每个智能体既要考虑自身利益也要考虑团队利益，它们的优化目标是在最大化自身累积奖励的同时通过与其他智能体的合作最大化团队累计奖励。

对于完全合作式、完全竞争式或是合作-竞争混合式，存在一种通用的多智能体强化学习方法，也就是独立Q学习（Independent Q-Learning, IQL）[13]。IQL算法中，每个智能体都会把其它智能体看作环境的一部分，也就是说，每个智能体都在解决一个单智能体强化学习任务；对于不同的任务，只需要修改每个智能体获得奖励的方式即可。然而，由于在IQL的建模中，环境中存在其它智能体，所以环境是非稳态的，算法的收敛性无法从理论上得到证明；且智能体之间无法进行任何形式的信息共享，然而，这种算法在工程实践中仍有一定价值。接下来，本文将分别对完全合作式、完全竞争式以及合作-竞争混合式这三类多智能体强化学习方法进行介绍。

### 1、完全合作式多智能体强化学习

在完全合作式多智能体强化学习中，智能体们会因为完成团队目标而统一获得奖励，不会有个体的奖励。这种共享团队奖励的方式会带来问题，即一个智能体由于只能获得自己的局部观测，从而无法确定是因为自己的行为或者其它智能体的行为而获得奖励；除此之外，由于部分智能体可以学习到比较好的策略以完成团队任务，其它智能体就会变得“懒惰”。为了解决上述问题，Sunehag等人[14]提出了价值分解网络（Value Decomposition Networks, VDN），将团队的Q值分解为各个智能体的Q值之和，每个智能体用深度神经网络来拟合自己的Q值；这样，每个智能体就可以分配到合理的奖励值，且一定程度上避免了懒惰智能体的问题。Rashid等人在VDN的基础上提出了QMIX[15]。Rashid等人通过混合网络将团队的Q值分解为各个智能体的Q值的复杂非线性组合，并在训练中加入全局信息，使得每个智能体学习到的策略更精确；且通过保证混合网络参数的非负性，保证团队Q值与每个智能体计算的Q值的关系是单调的，从而保证集中策略和分散策略的一致性。Kyunghwan等人[16]提出了QTRAN，为价值分解提供了更多了理论证明，并且将每个智能体的价值进行进一步映射，保证每个智能体学习到的状态-价值函数可以逼近最优。

## 2、完全竞争式多智能体强化学习

在完全竞争式多智能体强化学习中，不同的智能体的目标通常是不同的，甚至互相之间进行博弈，也就是每个智能体都需要学习到比其它智能体更好的策略，才可能获得更高的奖励。Micheal[17]针对二人零和随机博弈场景提出了Minimax-Q算法，使用Q-learning中的时序差分来迭代更新minimax算法的求解公式，即让每个智能体最大化在博弈中最差情况下的期望奖励值，最终学习到纳什均衡策略。Hu[18]等人针对多智能体博弈设计了Nash Q-learning，旨在在多智能体相互竞争或合作的环境中找到纳什均衡作为各个智能体的最优策略；其中，每个智能体在给定其它智能体策略的情况下，通过求解纳什均衡，选择一个能最大化自身收益的动作，并更新状态-动作价值函数。

### 3、合作-竞争混合式多智能体强化学习

在合作-竞争混合式多智能体强化学习中，智能体需要兼顾自身和团队的利益。Ryan等人[19]提出了多智能体深度确定性策略梯度（Multi-Agent Deep Deterministic Policy Gradient, MADDPG）算法；MADDPG算法是一种基于深度确定性策略梯度的扩展，用于解决多智能体环境中的协作和竞争问题。MADDPG通过独立的演员-评论家架构让每个智能体在训练中都可以了解其他智能体的策略信息，以改善学习效果和稳定性。Mnih等人[20]提出了异步优势演员-评论家（Asynchronous Advantage Actor-Critic, A3C）算法；A3C算法是一种策略梯度算法，它通过并行执行多个智能体来提高训练效率，即允许异步更新全局模型。A3C结合了价值和策略梯度方法，并使用n步回报来更新策略和价值函数，从而在复杂的围棋、星际争霸等任务中取得了显著的效果。

# 三、总结

总而言之，现有的多智能体强化学习方法只对智能体获得的回报的期望进行建模，从一定意义上讲，这些方法在随机性很强的多智能体环境中不会学习到鲁棒的最优策略。在单智能体强化学习方法中，有学者提出了CTD对智能体获得的回报的均值和方差同时进行建模，然而这种方法没有考虑一般强化学习中的折扣因子，只应用在了简单的交通路网环境中，并不能应用到其它领域。
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